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1. Introduction 

The rapid development of technologies makes it possible to collect vast volumes of 

geographical data. Examples of well-known datasets include US Census TIGER/Line 

files, USGS datasets, and DigitalGlobe. Meanwhile, many applications of GIS require 

data from more than one source, and these data may be initially created for various 

purposes, in different formats, and at various scales. For example, in disasters such as 

Hurricane Katrina, effective management of catastrophic events requires coordination 

of a wide range of geographical data such as DEM, land use, facility locations, etc. In 

other applications, update of an existing database is required when a change database 

is available.  

    Conflation is the process of combining information from two or more related 

datasets and acquiring knowledge that cannot be obtained from any single data source 

alone. The difficulty of this process depends on the complexity of representation and 

the size and accuracy of the involved datasets. There are generally three phases in 

geographical data conflation: feature matching, position transformation, and attribute 

merging. Feature matching involves the identification of features in multiple datasets 

that represent the same entity in reality, which is the focus of this paper.  

Feature matching in conflation is usually performed according to the similarity 

between potential feature pairs. If two features are represented similarly in terms of 

locations, shapes, and relationships with surrounding features, it is probable that they 

represent the same entity in the real world. Samal et al. (2004) summarized a set of 

similarity measures, including categorical similarity, string similarity, and shape 

similarity. Similarity measures commonly used in feature matching can be classified 

into three types: geometry, attribute, and topology (Devogele 2002, Saalfeld 1988, 

Walter and Fritsch 1999), and many useful similarity metrics have been developed to 

compare the resemblance between features (Arkin et al 1991, Bel Hadj Ali 1997, 

Harvey and Vauglin 1997, Lemari and Raynal 1996, Vauglin and Bel Hadj Ali 1998).  

Although the criteria for feature matching vary in different applications, a common 

strategy in previous work is the sequential workflow of matching:  pairs of matched 

features are identified one after another. An obvious issue with this method is that 

when a feature is matched to a wrong counterpart in the other dataset, no remedy can 

be made to correct this error. A main purpose of this paper is to propose an alternative 

matching strategy to solve this problem. 

2. Methodology 

In automatic feature matching, we need to develop an objective function whose value 

is an effective indicator of global goodness for making matches. A natural choice 

would be to minimize the total dissimilarity between corresponding features. However, 

as discussed above, existing feature matching methods in the literature generally adopt 

a sequential greedy strategy that fails to achieve a global optimum (e.g. Cobb et al. 



1998, Filin and Doytsher 2000). This section proposes feature matching as an 

assignment problem that could be solved by an optimization model. 

2.1 Greedy vs. optimization methods 

The essential characteristic of a greedy method is that it makes choices one after 

another in a series of steps, and at each step selects the option that makes the greatest 

improvement to the objective function. When a new candidate is added to the solution 

set, previous choices cannot be changed and as a result the eventual solution may be 

non-optimal. In feature matching, if a feature is incorrectly matched to another feature 

in a previous step, this error will not be rectified in later steps. 

   To overcome the shortsightedness of greedy methods, we alternatively identify all 

pairs of matched features simultaneously using an optimization method. The goal of 

this model is to find the global optimal solution from all possible choices, by 

minimizing an objective function that is subject to a set of constraints. Thus, the 

feature matching problem is formulated mathematically as follows. The objective 

function is 

 

where i,j are indices for features in the first and second dataset respectively, n is the 

number of features in each dataset, and cij is the dissimilarity between feature i and 

feature j. The variable zij is a match indicator between two features, taking value 1 if a 

match is made and 0 otherwise, i.e. 
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    The first constraint (Equation 3) requires that every feature in the first dataset is 

matched to exactly one feature in the second dataset, and the second constraint 

(Equation 4) requires that every feature in the second dataset is matched to exactly one 

feature in the first dataset. 

2.2 Feature matching as an assignment problem 

The above optimization model is well known in the operations research and computer 

science as the assignment problem (Hillier and Lieberman 2004). Since the goal of 

feature matching is to identify corresponding features that represent the same entity in 

reality, the task of this assignment problem is to assign each feature in one dataset to 

its counterpart in the other dataset, with the objective of minimizing the total 

dissimilarity between all matched pairs. The assignment problem is known to be a 
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polynomial time problem, which means that the run time for solving this problem is no 

greater than a polynomial function of the problem size: the number of features in the 

datasets in this case. This can be achieved either with specialized algorithms such as 

the Hungarian algorithm (Kuhn 1955) or by formulating it as a Linear Programming 

(LP) problem and solving it using a standard LP package. 

3. Experiments  

We apply two kinds of greedy methods and the optimization method to both 

hypothetical point datasets and real street network datasets. Greedy1 is a regular 

greedy method, and Greedy2 adds a random component in order to jump out of local 

optima by multiple runs. For details of these two greedy methods and methods for 

generating hypothetical data, see the work by Li and Goodchild (2010). The number of 

point features in each pair of datasets range from 10 to 100 with an interval of 5. The 

dissimilarity criterion for feature matching is the Euclidean distance between points. 

As the density of features increases, the percentage of correct matches by the two 

greedy methods decreases drastically, while the percentage of correct matches by the 

optimization method is relatively stable, close to 100% (Figure 1). 

 
Figure 1. Percentage of correct matches vs. number of points. 

 

The criterion for feature matching is the Hausdorff distance between polylines since 

it characterizes the proximity of two linear features particularly well (Abbas 1994), and 

the features to be matched are individual streets. Two versions of the same street 

network of a neighborhood in Goleta are displayed in Figure 2(a), and two versions of 

streets in downtown Santa Barbara are displayed in Figure 2(b). These datasets are 

more complex than the previous hypothetical point datasets, with different numbers of 

polylines and different numbers of vertices composing polylines. There are more than 

200 features in Datasets (a) and more than 1000 features in Datasets (b). As 

demonstrated in Table 1, the total distance between matched pairs using the 

optimization method is smaller than that using the greedy methods. Furthermore, the 

mismatch rate is significantly reduced using the optimization method in both cases. 

Computation time for different methods is presented in Table 2. The running time for 

all three methods increases as the data size grows larger, with optimization increasing 

slightly faster than greedy methods. To explore possible solutions, we divide the larger 



datasets with over 1000 features into two subareas and solve each part separately. As a 

result, the total computation time for solving the same datasets using the optimization 

method decreases from 805.6s to 145.8s as the good matching result is maintained. 

This indicates that a divide-and-conquer algorithm may be employed to take advantage 

of the positional information of geographic data and speed up the matching process. 

 
(a) 

 
(b) 

Figure 2. Street networks in Santa Barbara, CA. 

 

Table 1. Results of feature matching for street network datasets. 

 

   (a) (b) 

  Total distance Mismatch rate Total distance Mismatch rate 

Greedy1 13104 11.86% 42850 2.86% 

Greedy2 13078 11.44% 45572 4.09% 

Optimization 12369 2.97% 42454 1.72% 

 

 

Table 2. Computation time for different methods (seconds). 

 

 
(a) (b) 

Greedy1 2.6 310.2 

Greedy2 0.7 18.5 

Optimization 3.3 805.6 

 



4. Conclusion 

Feature matching is one of the crucial components in conflation. To the best of our 

knowledge all previously published feature matching methods adopt a greedy strategy, 

which may lead to frequent mismatch errors. The nature of the greedy method makes it 

difficult to rectify errors in previous steps once the match is made. This paper proposes 

a new strategy for automatic feature matching in conflation: the matching process is 

regarded as an assignment problem that takes into account all potentially matched pairs 

simultaneously by minimizing the total distance of all pairs in a similarity space. The 

matching results in the experiments demonstrate that the optimization strategy 

achieves a lower mismatch rate given the same criteria. 

   There are still some interesting research questions in geographical feature matching 

using the optimization method. Our ongoing work is investigation of 1:m, m:1, and m:n 

correspondence in feature matching. In addition, the efficiency of the algorithm may 

degrade with increasing problem size, so we plan to investigate general performance-

improving strategies from computational geometry such as divide-and-conquer 

(Preparata and Shamos 1985) and parallel computing. As shown in Section 3, 

partitioning of a large dataset significantly reduces computation time. 
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